**Edge Federated Learning for Smart HealthCare Systems**

**Abstract:**

With the wide usage of smart wearable devices and mobile health care application, the total amount of healthcare data is increasing rapidly. To manage health care data and to recommend healthy advices in time critical cases, data is getting collected at cloud and analyzed using machine learning approaches, which takes more time to compute and huge cost to transfer the data over the network, as well there is possibility of data privacy leakage. To solve communication, computation and privacy issues we can use Edge computing, which is primarily concerned with transmitting data among the devices at the edge, closer to where user applications are located, rather than to a centralized server. To train the data for health advices in time critical cases Federated learning can be used, it is a collaborative machine learning framework allowing devices from different resources with different private datasets working together to study and train a global model. So, we propose a Edge federated learning solves the data island problem by fully exploring the huge potential of the data on terminal devices without infringing on user’s privacy, and it greatly improves the efficiency of model learning in edge computing systems. Here, we explore the Communication, computation, security, privacy, migration and scheduling for an efficient edge federated learning.
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